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In this paper we introduce a Conjugate Gradient Fast Fourier Transform (CG-FFT) scheme
for the numerical solution of the integral equation formulating three-dimensional elastic
scattering problems. The formulation is in terms of the stress tensor and particle velocities
as the unknown field variables. In contrast with the formulation based on particle displace-
ments, this approach leads to integral representations that do not involve derivatives of the
unknown fields, thus resulting in simplified and more stable numerics. The numerical pro-
cedure is based on suitable quadrature formulas that provide (second order) accurate
approximations while retaining the convolution nature of the relevant integrals that make
them amenable to efficient evaluation via FFTs. The scheme is further improved through
the introduction of (approximation-based) pre-conditioners that are shown to acceler-
ate the convergence of the CG iterations. Numerical results are presented that demonstrate
the accuracy and efficiency of the proposed methodology.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Elastic wave propagation plays an important role in a variety of engineering and industrial processes, ranging from geo-
physical prospecting [14,13] and non-destructive testing [32,27] to imaging applications in medicine [18,31]. The ability to
accurately and efficiently simulate elastic wave scattering processes has therefore acquired great relevance, as it can signif-
icantly accelerate the improvement of existing technologies as well as the development of new ones. A testament to this is
provided by the vast literature that has dealt with the development of numerical algorithms for the solution of elastic scat-
tering problems and which has resulted in advanced methodologies based on finite elements (see e.g. [17] and the references
therein), finite volumes, finite differences [23], and integral equations [5,10].

In this paper, we introduce a new approach to the simulation of (time-harmonic) elastic wave propagation that is based
on an integral equation formulation. Our choice for an integral equation methodology is largely based on its recognized
advantages over alternative formulations, particularly in inherently incorporating the radiation condition (which obviates
the need for artificial absorbing boundaries) and their amenability to accelerated evaluation.

A number of related procedures have been proposed in the past, including some based on boundary-integral representa-
tions (suitable for piecewise homogeneous configurations, see e.g. [15,16,21,22]) as well as fully volumetric treatments
(applicable to generally graded materials, e.g. [5–7]. The scheme we propose here falls under the latter category, as it seeks
to solve a volumetric Lippman–Schwinger equation governing the elastic scattering problem. In contrast with previous work,
we choose to formulate the equations in terms of the stress tensor and particle velocities [9] rather than viewing the particle
. All rights reserved.
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displacements as the primitive variables. As we show, this approach leads to integral representations that do not involve
spatial derivatives of the unknown fields, thus resulting in simplified and more stable numerics. Moreover, this stress-veloc-
ity formulation allows one to implement advanced approximation-based solutions such as the extended Born approximation
[8] in a simple manner. Note that it is also possible to use the stress–displacement formulation instead of the stress-velocity
formulation. The two formulations are equivalent since their relation is a simple algebraic one.

Beyond these characteristics, our numerical implementation includes a careful treatment of singular quadratures and of
accelerated evaluations and it also incorporates suitable preconditioning schemes. In more detail, the accuracy of our method
relies on the use of specialized quadrature formulas, based on averaging (‘‘weakening”) the Green function in the neighbor-
hood of a singularity [26,29], which we show to result in second order accurate evaluations. As for acceleration, we resort to an
iterative (conjugate gradient) procedure (CGNR [20] and BiCGStab [30]) to solve the discretized linear system where each iter-
ation is effected via Fast Fourier Transforms. This so-called CG-FFT technique has also been used in the electromagnetic scat-
tering computation both in the medical and geophysical applications [12,1,33,3]. Finally, to attain a further reduction of the
overall computational effort, we investigate the effectiveness of pre-conditioners based on physical approximation, including
the Born [24] and Extended Born approximations [4,8] and we show that application of the latter can deliver significant gains.
As we demonstrate, the combination of this collection of techniques results in an efficient and accurate solver that could pro-
vide the basis for inversion procedures that require the repeated application of forward scattering simulators.

The rest of the paper is organized as follows: first, in Section 2, we describe the formulation of the scattering problem and
set up the notation used in this paper. Section 3 is devoted to the derivation of the integral equations and to their normal-
ization. In Section 4 we provide details on our approach to the numerical approximation of these equations, including a dis-
cussion of the ‘‘weakening” (averaging) procedure that we use to deal with the singular nature of the integrals. In this section
we also describe the iterative methods we implemented to solve the discretized equations as well as present a review of
approximate solutions (diagonalized, Born, extended Born) in connection with their use as pre-conditioners. Section 5 con-
tains a number of numerical results that demonstrate the accuracy and efficiency of the proposed approach. And, finally, our
conclusions are summarized in Section 6.

2. Scattering problem and governing equations

In an isotropic, linear and instantaneously reacting solid background D we consider the scattering of waves generated by
the presence of inhomogeneities forming a subdomain B. The scatterer B is elastodynamically irradiated by given sources
located in the embedding, see Fig. 1. The problem is to determine the total elastic wavefield in the given configuration.

Following the elastic wave theory and the notations in [9], the elastic wave motion in the frequency domain with time
factor expðstÞ is written as
� Dk;m;p;qomsp;q þ sqvk ¼ fk; ð1Þ
Di;j;m;romvr � sSi;j;p;qsp;q ¼ hi;j; ð2Þ
where om is the partial differential operator, sp;q is the stress tensor, vk is the particle velocity, q is the mass density and Si;j;p;q

is the compliance tensor written as
Si;j;p;q ¼ 3KDd
i;j;p;q þ 2MDi;j;p;q; ð3Þ
Fig. 1. The scattering experiment configuration.
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in which Dd
i;j;p;q and Di;j;p;q are unit tensors of rank four and defined as
Dd
i;j;p;q ¼

1
3

di;jdp;q; Di;j;p;q ¼
1
2
ðdi;pdj;q þ di;qdj;pÞ: ð4Þ
On the right hand side of the governing equations, Eqs. (1) and (2), fk is the force source and hi;j is the deformation rate
source. All the subscripts can take on values of 1, 2 or 3, and they follow the so-called ‘‘summation convention” rule. Note
that the tensors in Eq. (4) have the following properties:
Dd
i;j;p;qD

d
p;q;k;l ¼ Dd

i;j;k;l; ð5Þ
Di;j;p;qDp;q;k;l ¼ Di;j;k;l; ð6Þ
Dd

i;j;p;qDp;q;k;l ¼ Dd
i;j;k;l: ð7Þ
For contracted subscripts we note that Dd
i;j;p;p ¼ Di;j;p;p ¼ di;j, where di;j is Kronecker’s unit tensor of rank two. The parameters K

and M are related to the Lamé coefficients k and l as follows:
k ¼ �K
2Mð3Kþ 2MÞ ; l ¼ 1

4M
; ð8Þ

K ¼ �k
2lð3kþ 2lÞ ; M ¼ 1

4l
: ð9Þ
Moreover, in this study, we choose to work with the particle velocity vector vr instead of the displacement vector Ur . The
relation between these two vectors are given by,
vr ¼ sUr: ð10Þ
The stress and the velocity are the fundamental unknowns in our problem at hand. Alternatively, with Eq. (10) we can con-
sider the stress and the displacement as fundamental unknowns as well. This does not change the equations fundamentally.
However, we do not express the stress in terms of the particle velocity (or displacement) and we do not consider the particle
velocity (or displacement) as fundamental unknowns.

In the scattering problem, the elastodynamic properties of the embedding are characterized by the material quantities q,
K and M, and the elastodynamic properties of the scatterer are characterized by the material quantities qsctðxÞ, KsctðxÞ and
MsctðxÞ, where x ¼ ðx1; x2; x3Þ is the three-dimensional (3D) spatial position vector in Cartesian coordinate. Therefore, we are
interested in solving Eqs. (1) and (2) for wavefield fsp;q; vrg when the sources ffk;hi;jg, the material properties fq;K;Mg and
fqsctðxÞ;KsctðxÞ;MsctðxÞg are given.

3. Formulation of field integral equations

3.1. Expressions of the incident wavefields

In the integral equation approach, the standard procedure is to calculate first the so-called incident elastic wavefield,
sinc

p;q; v
inc
r

n o
, i.e. the wavefield that would be present in the configuration if the object shows no contrast with respect to its

embedding (qsctðxÞ ¼ q, KsctðxÞ ¼ K and MsctðxÞ ¼ M). Theoretically, the incident wavefield can be obtained through the fol-
lowing relations [9]:
�sinc
p;qðxÞ ¼

Z
Gs;h

p;q;i;jðx� x0Þhi;jðx0Þ þ Gs;f
p;q;kðx� x0Þfkðx0Þ

h i
dx0; ð11Þ

vinc
r ðxÞ ¼

Z
Gv;h

r;i;jðx� x0Þhi;jðx0Þ þ Gv;f
r;kðx� x0Þfkðx0Þ

h i
dx0; ð12Þ
where the integration is over the domain that contains the sources, and where Gs;h
p;q;i;j is the stress/deformation rate source

Green function, Gs;f
p;q;k is the stress/force source Green function, Gv;h

r;i;j is the particle velocity/deformation rate source Green
function and Gv;f

r;k is the particle velocity/force source Green function. More precisely,
Gs;h
p;q;i;jðxÞ ¼ �

1
s

Cp;q;i;jdðxÞ �
1
sq

Cp;q;n;rCk;m;i;jonomGr;kðx; sÞ; ð13Þ

Gs;f
p;q;kðxÞ ¼

1
q

Cp;q;n;ronGr;kðxÞ; ð14Þ

Gv;h
r;i;jðxÞ ¼ �

1
q

Ck;m;i;jomGr;kðxÞ; ð15Þ

Gv;f
r;kðxÞ ¼

s
q

Gr;kðxÞ; ð16Þ
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and
Gr;kðxÞ ¼
1
c2

s
dr;kGsðxÞ þ 1

s2 orokðGp � GsÞðxÞ; ð17Þ
in which
GpðxÞ ¼
exp � s

cp
jxj

� �
4pjxj and GsðxÞ ¼

exp � s
cs
jxj

� �
4pjxj ; ð18Þ
are the Helmholtz Green functions [9]. Here cp ¼
ffiffiffiffiffiffiffiffi
kþ2l

q

q
and cs ¼

ffiffiffi
l
q

q
are the compressional wave speed and the shear wave

speed of the embedding respectively. Further, Ci;j;p;q is the stiffness tensor. In terms of the Lamé coefficients the stiffness ten-
sor is given by
Ci;j;p;q ¼ 3kDd
i;j;p;q þ 2lDi;j;p;q ¼ kdi;jdp;q þ lðdi;pdj;q þ di;qdj;pÞ: ð19Þ
In particular, when we have a monochromatic point force source located at xS and oriented in a-direction, i.e.
fkðxÞ ¼ dðx� xSÞdk;a and hi;jðxÞ ¼ 0; ð20Þ
the incident wave fields are given by
� sinc
p;qðxÞ ¼

Z
Gs;f

p;q;kðx� x0Þdðx0 � xSÞdk;adx0 ¼ Gs;f
p;q;aðx� xSÞ; ð21Þ

vinc
r ðxÞ ¼

Z
Gv;f

r;kðx� x0Þdðx0 � xSÞdk;adx0 ¼ Gv;f
r;aðx� xSÞ: ð22Þ
These integral representations are also the basis for the representations of the scattered field in terms of secondary sources
due to the presence of a scattering object.

3.2. Expressions of the scattered wavefields

Next the scattered wavefield is obtained as follows:
ssct
p;q ¼ sp;q � sinc

p;q; v
sct
r ¼ vr � vinc;

r ; ð23Þ
and, through the idea of Lippman–Schwinger type integral equation [28], the problem of determining the scattered wave-
field is reduced to calculating its equivalent contrast source distribution, whose common support will be the domain D occu-
pied by the scatterer.

Since the contrasts in the medium properties vanish outside the scattering object, the scattered field can be written as
follows:
�ssct
p;qðxÞ ¼

Z
D

Gs;h
p;q;i;jðx� x0Þhsct

i;j ðx0Þ þ Gs;f
p;q;kðx� x0Þf sct

k ðx0Þ
h i

dx0; ð24Þ

vsct
r ðxÞ ¼

Z
D

Gv;h
r;i;jðx� x0Þhsct

i;j ðx0Þ þ Gv;f
r;kðx� x0Þf sct

k ðx0Þ
h i

dx0; ð25Þ
The contrast sources hsct
i;j ðxÞ and f sct

k ðxÞ may be expressed in terms of the total wavefields through
hsct
i;j ðxÞ ¼ s Ssct

i;j;p;qðxÞ � Si;j;p;q

h i
sp;qðxÞ ¼ sKvKðxÞdi;jsk;kðxÞ þ sMvMðxÞ si;jðxÞ þ sj;iðxÞ

� �
; ð26Þ

f sct
k ðxÞ ¼ �sqvqðxÞvkðxÞ; ð27Þ
where the three contrast quantities vq, vK and vM are given by
vKðxÞ ¼ KsctðxÞ
K

� 1; vMðxÞ ¼ MsctðxÞ
M

� 1; vqðxÞ ¼ qsctðxÞ
q
� 1: ð28Þ
We finally note that, once the contrast sources f sct
k ðxÞ and hsct

i;j ðxÞ are known, the scattered field may be calculated using the
source-type of integral representations of Eqs. (24) and (25).

3.3. Equations inside the computational domain

The total wavefield inside the object is determined from the Eqs. (24) and (25), by letting the point of observation to be
inside the test domain D. We then obtain the system of integral equations
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sinc
p;qðxÞ ¼ sp;qðxÞ þ s

Z
D

Gs;h
p;q;i;iKvKðx0Þsk;kðx0Þ þ Gs;h

p;q;i;j2MvMðx0Þsi;jðx0Þ � Gs;f
p;q;kqvqðx0Þvkðx0Þ

h i
dx0; ð29Þ

vinc
r ðxÞ ¼ vrðxÞ � s

Z
D

Gv;h
r;i;iKvKðx0Þsk;kðx0Þ þ Gv;h

r;i;j2MvMðx0Þsi;jðx0Þ � Gv;f
r;kqvqðx0Þvkðx0Þ

h i
dx0; ð30Þ
for x 2 D. Eqs. (29) and (30) form a system of integral equations for the six unknown components of the symmetric stress
tensor sp;q and the three components of the particle velocity vector vr . Note that in these integral equations the Green func-
tions are spatially dependent on x� x0, i.e. G::

...: ¼ G::
...:ðx� x0Þ. This convolution type of structure will be exploited.

3.4. Normalized field integral equations

To avoid any ill-conditioning that could arise as a result of the difference in magnitudes between the stress tensor and the
particle velocity, we normalize the latter using the S-wave impedance Zs ¼ qcs and we propose to work with the re-normal-
ized equations. More precisely, letting
ur ¼ Zsvr; ð31Þ
straightforward manipulations lead to the normalized equations:
sinc
p;qðxÞ ¼ sp;qðxÞ þ sK

Z
D

Gs;h
p;q;i;iðx� x0ÞvKðx0Þsk;kðx0Þdx0 þ 2sM

Z
D

Gs;h
p;q;i;jðx� x0ÞvMðx0Þsi;jðx0Þdx0

� s
cs

Z
D

Gs;f
p;q;kðx� x0Þvqðx0Þukðx0Þdx0 ¼ sp;qðxÞ þ Bs;K

p;q ðxÞ þ Bs;M
p;q ðxÞ þ Bs;q

p;q ðxÞ; ð32Þ

qcsvinc
r ðxÞ ¼ urðxÞ � qcssK

Z
D

Gv;h
r;i;iðx� x0ÞvKðx0Þsk;kðx0Þdx0 � 2qcssM

Z
D

Gv;h
r;i;jðx� x0ÞvMðx0Þsi;jðx0Þdx0

þ sq
Z

D
Gv;f

r;kðx� x0Þvqðx0Þukðx0Þdx0 ¼ urðxÞ þ Bu;K
r ðxÞ þ Bu;M

r ðxÞ þ Bu;q
r ðxÞ; ð33Þ
where, omitting the spatial dependence,
Bs;K
p;q ¼

k
2l

dp;q
2c2

s

c2
p

vKsk;k þ
ks2

qc4
p

Ap;K
k;k

 !
þ 2c2

s

c2
p

opoqAp;K
k;k

" #
; ð34Þ

Bs;M
p;q ¼ �

k
2l

dp;q
2c2

s

c2
p

vMsk;k þ
ks2

qc4
p

Ap;M
k;k þ

2c2
s

c2
p

oiojA
p;M
i;j

 !
þ 2c2

s

c2
p

opoqAp;M
k;k

" #
� vMsp;q � opojA

s;M
j;q þ oqojA

s;M
j;p

� �

� 2c2
s

s2 opoqoioj Ap;M
i;j � As;M

i;j

� �
; ð35Þ

Bs;q
p;q ¼ �

k
qc2

p

s
cs

dp;qokAp;q
k �

s
cs

opAs;q
q þ oqAs;q

p

� �
� 2l

sqcs
opoqokðAp;q

k � As;q
k Þ; ð36Þ

Bu;K
r ¼ � kscs

2lc2
p
orA

p;K
k;k ; ð37Þ

Bu;M
r ¼ kscs

2lc2
p
orA

p;M
k;k þ

sqcs

l
oiA

s;M
r;i þ

cs

s
oroioj Ap;M

i;j � As;M
i;j

� �
; ð38Þ

Bu;q
r ¼ s2

c2
s

As;q
r þ orok Ap;q

k � As;q
k

� �
: ð39Þ
Here, the vector potentials are given by the following expressions:
Ac;b
i;j ðxÞ ¼

Z
D

Gcðx� x0Þvbðx0Þsi;jðx0Þdx0; ð40Þ

Ac;q
r ðxÞ ¼

Z
D

Gcðx� x0Þvqðx0Þurðx0Þdx0; ð41Þ
where c 2 fp; sg and b 2 fK;Mg.
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3.5. Normalized field integral equations of the scattered wavefields

One variation of Eqs. (32) and (33) is to split the total fields on the right hand side into two parts: incident fields and scat-
tered fields. Upon transferring every term that involves the incident wavefields to the left hand side, we obtain
sprm
p;q ðxÞ ¼ ssct

p;qðxÞ þ sK
Z

D
Gs;h

p;q;i;iðx� x0ÞvKðx0Þssct
k;kðx0Þdx0 þ 2sM

Z
D

Gs;h
p;q;i;jðx� x0ÞvMðx0Þssct

i;j ðx0Þdx0

� s
cs

Z
D

Gs;f
p;q;kðx� x0Þvqðx0Þusct

k ðx0Þdx0; ð42Þ

uprm
r ðxÞ ¼ usct

r ðxÞ � qcssK
Z

D
Gv;h

r;i;iðx� x0ÞvKðx0Þssct
k;kðx0Þdx0 � 2qcssM

Z
D

Gv;h
r;i;jðx� x0ÞvMðx0Þssct

i;j ðx0Þdx0

þ sq
Z

D
Gv;f

r;kðx� x0Þvqðx0Þusct
k ðx0Þdx0: ð43Þ
where
sprm
p;q ðxÞ ¼ �sK

Z
D

Gs;h
p;q;i;iðx� x0ÞvKðx0Þsinc

k;kðx0Þdx0 � 2sM
Z

D
Gs;h

p;q;i;jðx� x0ÞvMðx0Þsinc
i;j ðx0Þdx0

þ s
cs

Z
D

Gs;f
p;q;kðx� x0Þvqðx0Þuinc

k ðx0Þdx0; ð44Þ

uprm
r ðxÞ ¼ qcssK

Z
D

Gv;h
r;i;iðx� x0ÞvKðx0Þsinc

k;kðx0Þdx0 þ 2qcssM
Z

D
Gv;h

r;i;jðx� x0ÞvMðx0Þsinc
i;j ðx0Þdx0

� sq
Z

D
Gv;f

r;kðx� x0Þvqðx0Þuinc
k ðx0Þdx0: ð45Þ
Note that sprm
p;q ;u

prm
r

	 

is the scattered field generated by the incident field in the scattering domain, in seismic often denoted

as the primary field. Correction to this primary scattered field is obtained by solving for ssct
i;j ðxÞ and usct

k ðxÞ from Eqs. (42) and
(43). Subsequently, the total wavefields follow from the following relations:
si;jðxÞ ¼ ssct
i;j ðxÞ þ sinc

i;j ðxÞ; ukðxÞ ¼ usct
k ðxÞ þ uinc

k ðxÞ; x 2 D: ð46Þ
This special formulation (the so-called scattered field integral equation formulation) will be used to arrive at an improved
extended Born approximation solution.

3.6. Scattered particle velocities at the receivers

After obtaining the stress tensor and the particle velocity vector inside the test domain D, from Eq. (30), the scattered field
of the particle velocity at the receiver positions (i.e. xR R D) can be calculated as follows:
vsct
r ðxRÞ ¼ k

2l
s

qc2
p

Z
D

orG
pvKsk;kdx� k

2l
s

qc2
p

Z
D

orG
pvMsk;kdx� 1

qs

Z
D

oroiojðGp � GsÞvMsi;jdx� s
qc2

s

Z
D

ojG
svMsr;jdx

� s2

qc3
s

Z
D

Gsvqurdx� 1
qcs

Z
D

orokðGp � GsÞvqukdx; ð47Þ
where we have omitted the spatial dependence of xR � x in the Green functions Gp and Gs and the spatial dependence x in the
contrast functions vM ,vK and vq as well as in the field functions si;j and ur . The partial derivatives operating on the Helmholtz
Green function are calculated analytically, see [9].

4. Numerical treatment

4.1. Discretization procedure

We assume that the domain D which contains the scatterers is a rectangular domain with boundaries along the x1-, x2-
and x3-direction. A Cartesian coordinate system is centered in D. We discretize the domain D in a rectangular mesh. The
mesh is uniformly spaced in the x1-, x2 and x3-direction. The rectangular subdomains with widths Dx1 in the x1-direction,
Dx2 in the x2-direction, and Dx3 in the x3-direction are given by
Dm;n;l ¼ ðx1; x2; x3Þ 2 R3

x1;m � 1
2 Dx1 < x1 < x1;m þ 1

2 Dx1

x2;n � 1
2 Dx2 < x2 < x2;n þ 1

2 Dx2

x3;l � 1
2 Dx3 < x3 < x3;l þ 1

2 Dx3

�������
8><
>:

9>=
>; ð48Þ
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where � 


x1;m ¼ x1;1=2 þ m� 1

2
Dx1; m ¼ 1; . . . ;M; ð49Þ

x2;n ¼ x2;1=2 þ n� 1
2

� 

Dx2; n ¼ 1; . . . ;N; ð50Þ

x3;l ¼ x3;1=2 þ l� 1
2

� 

Dx3; l ¼ 1; . . . ; L; ð51Þ
in which x1;1=2 is the lower x1 bound of domain D, x2;1=2 is its lower x2 bound, and x3;1=2 is its lower x3 bound. In each subdo-
main Dm;n;l with center points at xmn;l ¼ ðx1;m; x2;n; x3;lÞ, we assume the material contrasts vK, vM and vq to be constant, with
values chosen to be the same as their values at the center point
vb
m;n;l ¼ vbðxm;n;lÞ; where b 2 fK;M;qg: ð52Þ
In view of the presence of spatial differentiations in the integral operators, the boundary of the domain D is chosen to lie
completely outside the scattering objects, and hence
vb
1;n;l ¼ 0; vb

M;n;l ¼ 0; 8n;8l; ð53Þ

vb
m;1;l ¼ 0; vb

m;N;l ¼ 0; 8m;8l; ð54Þ

vb
m;n;1 ¼ 0; vb

m;n;L ¼ 0; 8m;8n: ð55Þ
Now using the spatial discretization grid described above, we are able to discretize the continuous quantities. For example,
sp;q;m;n;l is defined
sp;q;m;n;l ¼ sp;qðxm;n;lÞ: ð56Þ
Therefore, Eqs. (32) and (33) are discretized as follows:
sinc
p;q;m;n;l ¼ sp;q;m;n;l þ Bs;K

p;q;m;n;l þ Bs;M
p;q;m;n;l þ Bs;q

p;q;m;n;l; ð57Þ

qcsvinc
r;m;n;l ¼ ur;m;n;l þ Bu;K

r;m;n;l þ Bu;M
r;m;n;l þ Bu;q

r;m;n;l; ð58Þ
for m ¼ 1; . . . ;M, n ¼ 1; . . . ;N, and l ¼ 1; . . . ; L.

4.2. Weakening procedure

Next, the continuous representation of the vector potentials in Eqs. (40) and (41) ought to be discretized in a similar way.
However, in order to cope with the singularity of the Green function, we take the spherical mean of the normalized vector
potential in the Cartesian space. We integrate each vector potential over a spherical domain [26,29] in the Cartesian space
with center at the point xm;n;l ¼ ðx1;m; x2;n; x3;lÞwith radius 1

2 Dx ¼ 1
2 minðDx1;Dx2;Dx3Þ. The results are divided by the volume of

the spherical domain with radius 1
2 Dx. For instance,
Ap;K
i;j ðxm;n;lÞ ¼

R
jx00 j<1=2Dx Ap;K

i;j ðxm;n;l þ x00Þdx00R
jx00 j<1=2Dx dx00

¼
Z

D
Gpðxm;n;l � x0ÞvKðx0Þsi;jðx0Þdx0; ð59Þ
where we have interchanged the order of integrations, such that
GpðxÞ ¼
R
jx00 j<1=2Dx Gpðxþ x00Þdx0R

jx00 j<1
2Dx dx00

¼

1þ s
2cp

Dx

h i
exp � s

2cp
Dx

� �
�1

� s2

6c2
p
pDx3

; R ¼ 0;

exp � s
cp

R

h i sinh � s
2cp

Dx

� �
s

2cp
Dx

�cosh s
2cp

Dx

� �2
4

3
5

� s2

3c2
p
pDx2R

; R > 1
2 Dx;

8>>>>>>>>><
>>>>>>>>>:

ð60Þ
in which R ¼ jxj ¼ x2
1 þ x2

2 þ x2
3

� �1
2 is the distance function.

As a result of this weakening procedure, we are now able to compute the integral over D in Eq. (59) numerically. We
approximate the integral in Eq. (59) using a midpoint rule. We then arrive at the vector potential Ap;K

i;j;m;n;l ¼ Ap;K
i;j ðxm;n;lÞ given by
Ap;K
i;j;m;n;l ¼ DV

XM

m0¼1

XN

n0¼1

XL

l0¼1

Gpðxm;n;l � xm0 ;n0 ;l0 ÞvK
m0 ;n0 ;l0si;j;m0 ;n0 ;l0 ; ð61Þ
for m ¼ �1; . . . ; M þ 2, n ¼ �1; . . . ; N þ 2, and l ¼ �1; . . . ; Lþ 2, where DV ¼ Dx1Dx2Dx3 denotes the volume of each subdo-
main. Hence, following the above discretization procedure, all the vector potentials in Eqs. (40) and (41) are discretized into
totally 19 convolutions in a similar form to Eq. (61). These convolutions can be calculated efficiently using an FFT routine,
(see [25]).
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From the considerations above it is straightforward to obtain complete expressions for the discretized form of equations
Eqs. (57) and (58). For instance, for Bs;K

p;q;m;n;l we have
Bs;K
1;1;m;n;l ¼

k
qc2

p
vK

m;n;lsk;k þ
k

qc2
p

ks2

2lc2
p

Ap;K
k;k;m;n;l þ

k
qc2

p

1

ðDx1Þ2
Ap;K

k;k;m�1;n;l � 2Ap;K
k;k;m;n;l þ Ap;K

k;k;mþ1;n;l

� �
; ð62Þ
and similar representations can be obtained for the remaining components.

4.3. Linear equation solvers and pre-conditioners

Since the linear equation system of Eqs. (57) and (58) has 9�M � N � L unknowns (for each source position/orientation
and frequency) and the corresponding matrix is densely full, iterative linear equation solvers will be more suitable than di-
rect solvers. However, among the various iterative linear equation solvers, the conjugate gradient techniques are more
attractive for the problem at hand. By using these techniques, the matrix does not need to be stored, hence the memory cost
is therefore minimized.

Since the matrix of operation here is not positive definite, we first choose to use the so-called CGNR method [19], due to
its well-known versatility and stability. More precisely, the adjoint operator of the given linear operator is applied as a pre-
conditioner in the scheme of pre-conditioned Conjugate Gradient method, so that the matrix of operation becomes positive
definite. However, the condition number of the resulting linear operator is twice that of the original one, which makes the
convergence rate slower. Hence, we propose to use its diagonal matrix as a pre-conditioner, which is shown to be helpful in
the numerical tests.

Besides the CGNR technique, BiCGStab is another attractive iterative linear equation solver [30]. However it suffers from
irregular convergence behavior when the matrix is ill-conditioned. To improve the performance of these linear equation
solvers, we propose an alternative type of pre-conditioners: the extended Born approximation (EBA) [8] pre-conditioner.

4.3.1. Adjoint operator and its explicit expression
In order to implement the so-called CGNR linear equation solver, we first have to write out the explicit expression of its

adjoint operator. The adjoint operators K� is defined through the relation
hrp;q;Ksp;qiD ¼ hK
�rp;q; sp;qiD; ð63Þ
where rp;q and sp;q are both in the same tensor space, in domain D. Note that s0;1, s0;2 and s0;3 are referred to u1, u2 and u3, while
other sp;q’s are referred to the six components of sp;q. The inner product on D is therefore defined as follows:
hap;q; bp;qiD ¼
X
ðp;qÞ2U

XM

m¼1

XN

n¼1

XL

l¼1

ap;q;m;n;l
�bp;q;m;n;l; ð64Þ
where U ¼ fð1;1Þ; ð2;2Þ; ð3;3Þ; ð1;2Þ; ð1;3Þ; ð2;3Þ; ð0;1Þ; ð0;2Þ; ð0;3Þg.
These definitions allow us to get the explicit expression of K�. Here we list only one component of K�rp;q as an illustration:
K�rp;q
� �

1;1;m;n;l ¼
k

qc2
p
vK

m;n;lrk;k;m;n;l �vM
m;n;lr1;1;m;n;l �

k
qc2

p

 !
vM

m;n;lrk;k;m;n;l þvK
m;n;lDV

XMþ2

m0¼�1

XNþ2

n0¼�1

XLþ2

l0¼�1

Gsðxm;n;l � xm0 ;n0 ;l0 ÞF
p;K
m0 ;n0 ;l0

�vM
m;n;lDV

XMþ2

m0¼�1

XNþ2

n0¼�1

XLþ2

l0¼�1

Gpðxm;n;l � xm0 ;n0 ;l0 ÞF
p;M
1;1;m0 ;n0 ;l0

�vM
m;n;lDV

XMþ2

m0¼�1

XNþ2

n0¼�1

XLþ2

l0¼�1

Gsðxm;n;l � xm0 ;n0 ;l0 ÞF
s;M
1;1;m0 ;n0 ;l0

;

ð65Þ

for m ¼ 1; . . . ;M, n ¼ 1; . . . ;N, and l ¼ 1; . . . ; L. The convolution calculation in the above equation is efficiently carried out
using an FFT technique. Here, Fp;K

m;n;l, Fp;K
1;1;m;n;l and Fs;K

1;1;m;n;l are related to the finite difference operators in K. We list one as
an illustration:
Fp;K
m;n;l ¼

k
qc2

p

 !
ks2

2lc2
p

 !
rk;k;m;n;l þ

1

ðDx1Þ2
ðr1;1;m�1;n;l � 2r1;1;m;n;l þ r1;1;mþ1;n;lÞ þ

1

ðDx2Þ2
ðr2;2;m;n�1;l � 2r2;2;m;n;l þ r2;2;m;nþ1;lÞ

2
4

þ 1

ðDx3Þ2
ðr3;3;m;n;l�1 � 2r3;3;m;n;l þ r3;3;m;n;lþ1Þ þ

1
4Dx1Dx2

ðr1;2;m�1;n�1;l � r1;2;m�1;nþ1;l � r1;2;mþ1;n�1;l þ r1;2;mþ1;nþ1;lÞ

þ 1
4Dx1Dx3

ðr1;3;m�1;n;l�1 � r1;3;m�1;n;lþ1 � r1;3;mþ1;n;l�1 þ r1;3;mþ1;n;lþ1Þ

þ 1
4Dx2Dx3

ðr2;3;m;n�1;l�1 � r2;3;m;nþ1;l�1 � r2;3;m;n�1;lþ1 þ r2;3;m;nþ1;lþ1Þ �
sqcs

2l

� 

1

2Dx1
ðr0;1;m�1;n;l � r0;1;mþ1;n;lÞ

� sqcs

2l

� 

1

2Dx2
ðr0;2;m;n�1;l � r0;2;m;nþ1;lÞ �

sqcs

2l

� 

1

2Dx3
ðr0;3;m;n;l�1 � r0;3;m;n;lþ1Þ

#
; ð66Þ
where r0;k ¼ rk, for k ¼ 1;2;3. The other components of F have very similar expressions.
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4.3.2. The diagonal pre-conditioner
Consider the linear operator K as a matrix and denote its diagonal matrix as D, we are interested in using D�1 as a pre-

conditioner. In other words, instead of solving Ksp;q ¼ sinc
p;q, we are solving D�1Ksp;q ¼ D�1sinc

p;q. The first component of D is illus-
trated below:
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Fig. 2. The configuration for Example I.
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Fig. 3. Convergence test for Example I.
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D1;1;m;n;l ¼ 1þ k
qc2

p
vK

m;n;l þ
k

qc2
p

ks2

2lc2
p
DVGp

0;0;0v
K
m;n;l þ

k
qc2

p

DV

ðDx1Þ2
vK

m;n;l Gp
�1;0;0 � 2Gp

0;0;0 þ Gp
1;0;0

� �
� vM

m;n;l �
k

qc2
p
vM

m;n;l

� k
qc2

p

ks2

2lc2
p
DVGp

0;0;0v
M
m;n;l � 2

k
qc2

p

DV

ðDx1Þ2
vM

m;n;l Gp
�1;0;0 � 2Gp

0;0;0 þ Gp
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� �

� 2
DV

ðDx1Þ2
vM
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�1;0;0 � 2Gs
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� �
� 2c2

s

s2

DV

ðDx1Þ4
vM

m;n;l Gp
�2;0;0 � 2Gp

�1;0;0 þ Gp
0;0;0

� �h

�2vM
m;n;l Gp

�1;0;0 � 2Gp
0;0;0 þ Gp

1;0;0

� �
þ vM

m;n;l Gp
0;0;0 � 2Gp
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2;0;0

� �i
þ 2c2

s

s2

DV

ðDx1Þ4
vM

m;n;l Gs
�2;0;0 � 2Gs

�1;0;0 þ Gs
0;0;0

� �
� 2vM

m;n;l Gs
�1;0;0 � 2Gs

0;0;0 þ Gs
1;0;0

� �h

þvM
m;n;l Gs

0;0;0 � 2Gs
1;0;0 þ Gs

2;0;0

� �i
: ð67Þ
The complete explicit expression of D can be similarly obtained.

4.3.3. The EBA pre-conditioner
We hypothesize that the inverse of a good approximation of the linear operator K might serve as a better pre-conditioner.

Since the Extended Born Approximation (known as EBA) technique has shown to be excellent in other integral equation
ence test for Example I
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Fig. 4. Scattered field comparison of the four methods at frequency 1.5 kHz for Example I.
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problems especially in some electromagnetic applications [1,4]. Therefore, we first investigate its behavior in our problem,
and then propose to use it as a pre-conditioner for our iterative solver.

The idea of EBA is to use the following approximation for the internal wavefield inside the integrand of the equations:
si;jðx0Þ � si;jðxÞ; ukðx0Þ � ukðxÞ; x 2 D; ð68Þ
where x0 is the integration variable of the integral equation (it also represents the spatial location inside the scatterer)
whereas x is the location of the observation point. Hence, we have approximated the internal wavefield by its first term
in its Taylor series expansion around the observation variable x. Under this localization approximation, Eqs. (32) and (33)
are represented by
sinc
p;qðxÞ ¼ sp;qðxÞ þ sK

Z
D

Gs;h
p;q;i;iðx� x0ÞvKðx0Þdx0

� �
sk;kðxÞ þ 2sM

Z
D

Gs;h
p;q;i;jðx� x0ÞvMðx0Þdx0

� �
si;jðxÞ

� s
cs

Z
D

Gs;f
p;q;kðx� x0Þvqðx0Þdx0

� �
ukðxÞ

¼ sp;qðxÞ þ Es;K
p;q ðxÞsk;kðxÞ þ Es;M

p;q;i;jðxÞsi;jðxÞ þ Es;q
p;q;kðxÞukðxÞ; ð69Þ

qcsvinc
r ðxÞ ¼ urðxÞ � qcssK

Z
D

Gv;h
r;i;iðx� x0ÞvKðx0Þdx0

� �
sk;kðxÞ � 2qcssM

Z
D

Gv;h
r;i;jðx� x0ÞvMðx0Þdx0

� �
si;jðxÞ

þ sq
Z

D
Gv;f
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ukðxÞ
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r ðxÞsk;kðxÞ þ Eu;M

r;i;j ðxÞsi;jðxÞ þ Eu;q
r;k ðxÞukðxÞ; ð70Þ
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is a 6� 3 matrix,
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Fig. 5. Scattered field comparison of the four methods at frequency 0.5 kHz for Example I.
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Es;q
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k
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s
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sqcs
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is a 6� 3 matrix,
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Eu;K
r ðxÞ ¼ �

kscs

2lc2
p
orY

p;K ð74Þ
is a 3� 3 matrix,
Eu;M
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2lc2
p
di;jorY

p;M þ sqcs

l dr;joiY
s;M þ cs

s
oroiojðYp;M � Ys;MÞ ð75Þ
is a 3� 6 matrix, and
Eu;q
r;k ¼

s2
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s
dr;kYs;q þ orokðYp;q � Ys;qÞ; ð76Þ
is a 3� 3 matrix. Here, we define
Yc;bðxÞ ¼
Z

D
Gcðx� x0Þvbðx0Þdx0; ð77Þ
where c 2 fp; sg and b 2 fK;M;qg. Explicitly, Eqs. (69) and (70) can be written as follows
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ence test for Example II
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Fig. 10. Scattered field comparison of the four methods at frequency 1.5 kHz for Example II.
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where T is the transpose notation, and C ¼ CðxÞ is a 9� 9 matrix given by
0

1

C ¼ I9�9 þ
Es;K 06�6

Eu;K 03�6

" #
þ Es;M Es;q

Eu;M Eu;q

" #
: ð79Þ
Therefore, following the same discretization procedure, we are able to implement the EBA operator C, and use its inverse
operator as a pre-conditioner. In other words, instead of solving Ksp;q ¼ sinc

p;q, we are solving C�1Ksp;q ¼ C�1sinc
p;q.

4.4. Discretized integral representation

Using the same discretization procedure, the scattered field of particle velocity in Eq. (47) can be represented as follows:
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where xR
1, xR

2 and xR
3 are the receiver spatial positions located outside the computational domain D. Hence, all the spatial dif-

ferentiation operators working on the scalar Green functions are calculated in closed forms.
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Fig. 11. Scattered field comparison of the four methods at frequency 0.5 kHz for Example II.
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5. Numerical results

Throughout our numerical tests in this section, the background material always has a compressional speed of 1500 m/s
and a shear speed of 1000 m/s. The mass density is 2000 kg=m3. The point excitation force employed is directed in the neg-
ative vertical x3-direction located at (0,0,2) m. There are 30 receivers equally arranged along the line from ð�3:0;0;1:5Þm to
(3.0, 0, 1.5) m. The frequency of operation is 1.5 kHz.
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Fig. 12. Scattered field comparison of the four methods at frequency 0.1 kHz for Example II.
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Fig. 13. Scattered field comparison of the three linear solvers at frequency 1.5 kHz for Example II.
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Fig. 14. The horizontal slice images for Example III.
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5.1. Example I

The first model we consider is an object with dimension 0:8 m� 0:8 m� 0:8 m as shown in Fig. 2. The object has a mass
density of 3000 kg=m3, a compressional speed of 3000 m/s and a shear speed of 2000 m/s. The computational domain D is of
dimension 1:0 m� 1:0 m� 1:0 m, and its center is located at (0,0,0) m.

First, we perform a convergence test as we refine the grids. Fig. 3 shows the scattered particle velocities at the receivers
when the number of computational points along each axis is 10, 20, 40 and 62, respectively. The curves show that the scat-
tered particle velocities convergence as we refine the grids. Table 1 shows the convergence history of the test, where the
benchmark fields are calculated from the grids which have 62 computational points along each axis. Therefore, we would
claim that this algorithm is second order in terms of convergence rate.

To show that EBA is a good approximation to the integral equation operator, we compare the results among the following
three methods: normalized integral equation of total field, extended Born approximation to the normalized integral equation
of total field, and extended Born approximation to the normalized integral equation of scattered field. Fig. 4 shows the com-
parison at frequency 1.5 kHz, where there are 40 computational points along each axis. Fig. 5 shows the comparison at fre-
quency 0.5 kHz, where there are 20 computational points along each axis. Fig. 6 shows the comparison with frequency
0.1 kHz, where there are 20 computational points along each axis.

As shown in these figures, the EBA approximations are getting better as the frequency of operation decreases. We there-
fore show in Fig. 7 the comparison of the three linear system solvers: CGNR, CGNR with diagonal matrix pre-conditioner,
BiCGStab with EBA pre-conditioner. The diagonal matrix pre-conditioner helps to improve the condition of the matrix, how-
ever, EBA pre-conditioner works better.
Table 3
Convergence test for Example III

N Relative error in vsct
1 Order Relative error in vsct

3 Order

10 0.39310 0.31772
20 0.15304 1.36097 0.10925 1.54012
40 0.03404 2.16867 0.02797 1.96522
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Fig. 16. Scattered field comparison of the four methods at frequency 1.5 kHz for Example III.



10036 J. Yang et al. / Journal of Computational Physics 227 (2008) 10018–10039
5.2. Example II

The second model we consider has two objects, which have the same dimensions of 0:5 m� 0:5 m� 0:5 m, as shown in
Fig. 8. The object on the left has a mass density of 3000 kg=m3, a compressional speed of 3000 m/s and a shear speed of
1000 m/s, while the object on the right has a density of 3000 kg=m3, a compressional speed of 1500 m/s and a shear speed
of 2000 m/s. The computational domain is a cube of dimension 1:5 m� 1:5 m� 1:5 m centered at (0,0,0) m.

We first perform a convergence test shown in Fig. 9 for the scattered particle velocities measured at the receivers for an
increasing number of computational points along each axis: 15, 30 and 60. The curves show that the scattered particle veloc-
ities convergence as the grids are refined. Table 2 shows the convergence history of the test, where the benchmark fields are
calculated from the grids which have 60 computational points along each axis. Again, we claim that this algorithm is second
order in terms of convergence rate.

We compare the results of the following four methods: normalized integral equation of total field, Born approximation for
the normalized integral equation of total field, extended Born approximation for the normalized integral equation of total
field, and extended Born approximation for the normalized integral equation of scattered field. Fig. 10 shows the comparison
at frequency 1.5 kHz, where there are 30 computational points along each axis. Fig. 11 shows the comparison at frequency
0.5 kHz, where there are 30 computational points along each axis. Fig. 12 shows the comparison at frequency 0.1 kHz, where
there are 30 computational points along each axis.

Once again, we can conclude from these figures that the EBA approximations are getting better when the frequency of
operation decreases. Fig. 13 shows the comparison of the three linear system solvers as before. The diagonal matrix pre-con-
ditioner works better while the EBA pre-conditioner are the best.

5.3. Example III

Unlike the first two models where the objects have constant material properties, the third model we tested has an object
which is inhomogeneous in itself. The geometry of the third model is the same as the first model, as shown in Fig. 2, however,
the material properties inside the object are given as follows:
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Fig. 17. Scattered field comparison of the four methods at frequency 0.5 kHz for Example III.



0

J. Yang et al. / Journal of Computational Physics 227 (2008) 10018–10039 10037
cp ¼ 1500þ 1500 sin
ðxþ 0:4Þp

0:8

� �
sin

ðyþ 0:4Þp
0:8

� �
sin

ðzþ 0:4Þp
0:8

� �
;

cs ¼ 1000þ 1000 sin
ðxþ 0:4Þp

0:8

� �
sin

ðyþ 0:4Þp
0:8

� �
sin

ðzþ 0:4Þp
0:8

� �
;

q ¼ 2000þ 1000 sin
ðxþ 0:4Þp

0:8

� �
sin

ðyþ 0:4Þp
0:8

� �
sin

ðzþ 0:4Þp
0:8

� �
:

ð81Þ
0 1 2 3

0

.5

1
x 10

Re[vsct
1

(xR)]

0 1 2 3

0

1

2
x 10

Im[vsct
1

(xR)]

0 1 2 3
0

2

4

6

8
x 10

Re[vsct
3

(xR)]

x
1
R

0 1 2 3

0

0.5

1
x 10

Im[vsct
3

(xR)]

x
1
R

Born
EBA

CGFFT

Fig. 18. Scattered field comparison of the four methods at frequency 0.1 kHz for Example III.
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Fig. 14 shows some horizontal image slices of the density of the object. The slices for cp and cs are similar.
We again perform a convergence test first. Fig. 15 shows the scattered particle velocities at the receivers when the num-

ber of computational points along each axis is 10, 20, 40 and 62. The curves show that the scattered particle velocities con-
vergence as the grids are refined. Table 3 shows the convergence history of the test, where the benchmark fields are
calculated from the grids which have 62 computational points along each axis. Therefore, we would claim that this algorithm
is second order in terms of convergence rate.

We then compare the results of the following four methods: normalized integral equation of total field, Born approxima-
tion for the normalized integral equation of total field, extended Born approximation for the normalized integral equation of
total field, and extended Born approximation for the normalized integral equation of the scattered field. Fig. 16 shows the
comparison between these methods at frequency 1.5 kHz, where there are 40 computational points along each axis.
Fig. 17 shows the comparison at frequency 0.5 kHz, where there are 20 computational points along each axis. Fig. 18 shows
the comparison at frequency 0.1 kHz, where there are 20 computational points along each axis.

Once again, we can conclude from the above figures that the EBA approximations are getting better when the frequency of
operation decreases. Again, Fig. 19 shows the comparison among the three linear system solvers as before. The diagonal ma-
trix pre-conditioner works well while the EBA pre-conditioners are the best.
6. Conclusions

In this paper we introduced a Conjugate Gradient Fast Fourier Transform (CG-FFT) method for the numerical solution of a
Lippman–Schwinger integral equation formulation of three-dimensional elastic scattering problems. To alleviate condition-
ing difficulties that may arise from differentiation of unknown fields within the formulation, as in classical approaches that
treat the displacements as the primary dependent variables, we resort here to a representation in terms of stress fields and
particle velocities. For the resulting equations we derive and implement a numerical procedure that relies on accurate quad-
rature formulas and efficient FFT evaluations of the iterative solution of the discretized problem. The convergence of the CG
iterative scheme is further improved through the introduction of suitable pre-conditioners, most notably those based on the
Extended Born Approximation. A variety of numerical examples are presented that confirm the accuracy and efficiency of the
proposed methodology. These features suggest that the present numerical scheme could provide the basis for efficient inver-
sion procedures [2,11] that require the repeated application of forward scattering simulators, the development of which is
left for future work.
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